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1. Consider the model Y = X3 + €, where X, «, has rank » < p and € ~
Nn(0,021,). If 3 is any least squares estimator of 3, show that (5 — 8)'X'X (5 — 8)
is distributed independently of the residual sum of squares. [10]

2. Consider the following model:

y1 = O0+v+e
y2 = O0+0o+e
ys = 20+¢+7+es
Ya = ¢—7+eq,

where ¢; are uncorrelated having mean 0 and variance o2.

(a) Show that v — ¢ is estimable. What is its BLUE?
(b) Find the residual sum of squares. What is its degrees of freedom? [12]

3. Suppose Y; ~ N(0,02), 1 < i < n are independent normally distributed
random variables. Let H, «, be an orthogonal matrix and A, «, be a diagonal
matrix with the first r diagonal entries equal to 1, rest zero, r < n. Let C' =
H'AH and Y = (Y3,...,Y,).

(a) Find E(Y'CY).

(b) Find the probability distribution of Y'CY. [12]

4. Consider the model:
Yij = p+ @ + T + €y,

1<i<4,j=1,2, where ¢;; are i.i.d. N(0,0%) and 0 =71 + 75 = >t .

(a) Show that 7 — 72 and oy — oy, 1 < k <1 < 4 are estimable.

(b) Find the best linear unbiased estimators of the above mentioned linear
contrasts.

(¢) Find the variance of the estimators in (b) above and then provide an unbiased
estimator for each of these variances. [16]



